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or by postsynthesis treatments (28, 29). By con-
trast, separations such as H2/C3H8 that involve a
fast-permeating species are not appreciably af-
fected by membrane defects. IMMP is also in-
herently a modular and parallel approach that
should allow independent and simultaneous pro-
cessing of membranes in multiple fibers. To test
this hypothesis, we applied IMMP to the simulta-
neous processing of three hollow fibers. The total
bore flow rate was increased by a factor of 3 so
that the flow rate through individual fibers was
maintained. The ends of the module were capped
with PDMS, as described earlier. Figure 3, C and
D, shows that the H2/C3H8 and C3H6/C3H8 sep-
aration behavior is essentially identical to the
single-fiber case, demonstrating the potential for
scalability of IMMP.Given the overall importance
of tunable ZIF materials for a range of hydro-
carbon and light-gas separations, themembrane-
processing approach reported here overcomes
many limitations of current processes and is a
notable step toward realizing scalable molecular
sieving MOF membranes.
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Just think: The challenges of the
disengaged mind
Timothy D. Wilson,1* David A. Reinhard,1 Erin C. Westgate,1 Daniel T. Gilbert,2

Nicole Ellerbeck,1 Cheryl Hahn,1 Casey L. Brown,1 Adi Shaked1

In 11 studies, we found that participants typically did not enjoy spending 6 to 15 minutes in
a room by themselves with nothing to do but think, that they enjoyed doing mundane
external activities much more, and that many preferred to administer electric shocks to
themselves instead of being left alone with their thoughts. Most people seem to prefer to
be doing something rather than nothing, even if that something is negative.

“The mind is its own place, and in it self/
Can make a Heav'n of Hell, a Hell of Heav'n.”

– John Milton, Paradise Lost

T
he ability to engage in directed conscious
thought is an integral part—perhaps even
a defining part—of what makes us human.
Unique among the species, we have the abil-
ity to sit and mentally detach ourselves from

our surroundings and travel inward, recalling
the past, envisioning the future, and imagining
worlds that have never existed. Neural activity
during such inward-directed thought, called
default-mode processing, has been the focus of a
great deal of attention in recent years, and re-
searchers have speculated about its possible
functions (1–5). Two related questions, how-
ever, have been overlooked: Do people choose to
put themselves in default mode by disengaging
from the external world? And when they are in
this mode, is it a pleasing experience?
Recent survey results suggest that the answer

to the first question is “not very often.” Ninety-
five percent of American adults reported that
they did at least one leisure activity in the past
24 hours, such as watching television, socializ-
ing, or reading for pleasure, but 83% reported
they spent no time whatsoever “relaxing or think-
ing” (6). Is this because people do not enjoy having
nothing to do but think?
Almost all previous research on daydream-

ing and mind wandering has focused on task-

unrelated thought, namely cases in which people
are trying to attend to an external task (such as
reading a book), but their minds wander invol-
untarily (7, 8). In such cases, people tend to be
happier when their minds are engaged in what
they are doing, instead of having wandered away
(9, 10). A case could be made that it is easier for
people to steer their thoughts in pleasant direc-
tions when the external world is not competing
for their attention. We suggest, to the contrary,
that it is surprisingly difficult to think in enjoy-
able ways even in the absence of competing ex-
ternal demands.
To address these questions, we conducted

studies in which college-student participants
spent time by themselves in an unadorned room
(for 6 to 15 min, depending on the study) after
storing all of their belongings, including cell
phones and writing implements. They were typ-
ically asked to spend the time entertaining them-
selves with their thoughts, with the only rules
being that they should remain in their seats and
stay awake. After this “thinking period,” partic-
ipants answered questions about how enjoyable
the experience was, how hard it was to concen-
trate, etc.
Table 1 summarizes the results of six studies

that followed this procedure. Most participants
reported that it was difficult to concentrate
(57.5% responded at or above the midpoint of
the point scale) and that their mind wandered
(89.0% responded at or above the midpoint of
the scale), even though there was nothing com-
peting for their attention. And on average, par-
ticipants did not enjoy the experience very much:
49.3% reported enjoyment that was at or below
the midpoint of the scale.
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Perhaps the unfamiliar environs of the psy-
chological laboratory made it difficult for people
to become lost in and enjoy their thoughts. In
study 7, we instructed college-student participants
to complete the study at home, by clicking on a
link to a Web program when they were alone
and free of external distractions. Many partic-
ipants found it difficult to follow these instruc-
tions: 32% reported that they had “cheated” by
engaging in an external activity (such as listen-
ing to music or consulting their cell phones) or
getting up out of their chair. Furthermore, there
was no evidence that participants enjoyed the
experience more when they were in the privacy
of their homes. The mean reported enjoyment was
lower when they were at home than when they
were in the laboratory [t(188) = 2.47, P = 0.014],
and participants reported that it was harder to
concentrate on their thoughts when they were at
home [t(188) = 2.87, P = 0.005] (Table 1). These
differences must be interpreted with caution, be-
cause we did not randomly assign participants to a
location, but they suggest that just thinking is no
easier at home than it is in the laboratory.
Would participants enjoy themselves more

if they had something to do? In study 8, we
randomly assigned participants to entertain
themselves with their own thoughts or to en-
gage in external activities (such as reading a
book, listening to music, or surfing the Web).
We asked the latter participants not to commu-
nicate with others (e.g., via texting or emailing),
so that we could compare nonsocial external ac-
tivities (such as reading) with a nonsocial internal
activity (thinking). As seen in Table 1, participants
enjoyed the external activities much more than
just thinking [t(28) = 4.83, P < 0.001], found it
easier to concentrate [t(28) = 4.16, P < 0.001],
and reported that their minds wandered less
[t(28) = 3.61, P = 0.001].
To see whether the difficulty with “just think-

ing” is distinctive to college students, in study
9 we recruited community participants at a
farmer’s market and a local church. The par-
ticipants ranged in age from 18 to 77 (median
age = 48.0 years). As in study 7, they completed
the study online in their own homes, after re-
ceiving instructions to do so when they were
alone and free of any external distractions. The
results were similar to those found with college
students. There was no evidence that enjoyment
of the thinking period was related to partici-
pants’ age, education, income, or the frequency
with which they used smart phones or social
media (table S2).
There was variation in enjoyment in our

studies, and we included several individual dif-
ference measures to investigate what sort of
person enjoys thinking the most (summarized
in table S3). The variables that consistently pre-
dicted enjoyment across studies were items from
two subscales of the Short Imaginal Process
Inventory (11). The Positive Constructive Day-
dreaming subscale (e.g., “My daydreams often
leave me with a warm, happy feeling”) corre-
lated positively with enjoyment, and the Poor
Attentional Control subscale (e.g., “I tend to be

easily bored”) correlated negatively with enjoy-
ment. None of the other correlations exceeded
0.27 (table S3).
So far, we have seen that most people do not

enjoy “just thinking” and clearly prefer having
something else to do. But would they rather do
an unpleasant activity than no activity at all? In
study 10, participants received the same instruc-
tions to entertain themselves with their thoughts
in the laboratory but also had the opportunity
to experience negative stimulation (an electric
shock) if they so desired. In part 1 of the study,
participants rated the pleasantness of several
positive stimuli (e.g., attractive photographs)
and negative stimuli (e.g., an electric shock). Par-
ticipants also reported how much they would
pay to experience or not experience each stim-
ulus again, if they were given $5. Next, partic-
ipants received our standard instructions to
entertain themselves with their thoughts (in this
case for 15 min). If they wanted, they learned,
they could receive an electric shock again during
the thinking period by pressing a button. We
went to some length to explain that the pri-
mary goal was to entertain themselves with
their thoughts and that the decision to receive
a shock was entirely up to them.
Many participants elected to receive nega-

tive stimulation over no stimulation—especially
men: 67% of men (12 of 18) gave themselves
at least one shock during the thinking period
[range = 0 to 4 shocks, mean (M) = 1.47, SD =
1.46, not including one outlier who adminis-
tered 190 shocks to himself], compared to 25%
of women (6 of 24; range = 0 to 9 shocks, M =
1.00, SD = 2.32). Note that these results only
include participants who had reported that they
would pay to avoid being shocked again. (See
the supplementary materials for more details.)
The gender difference is probably due to the
tendency for men to be higher in sensation-
seeking (12). But what is striking is that simply
being alone with their own thoughts for 15 min
was apparently so aversive that it drove many
participants to self-administer an electric shock
that they had earlier said they would pay to avoid.

Why was thinking so difficult and unpleasant?
One possibility is that when left alone with
their thoughts, participants focused on their
own shortcomings and got caught in ru-
minative thought cycles (13–16). Research shows,
however, that self-focus does not invariably lead
to rumination (17), a finding that was confirmed
in our studies. At the conclusion of the thinking
period, we asked participants to describe what
they had been thinking about, and we analyzed
these reports with linguistic analysis software
(18). There was no relationship between the ex-
tent of self-focus (as assessed by the use of first-
person personal pronouns) and participants’
use of positive-emotion words, negative-emotion
words, or reported enjoyment of the thinking pe-
riod correlations = 0.033, 0.025, and 0.022, re-
spectively; 218 participants, ns) (see table S4 for
other results of the linguistic analyses).
Another reason why participants might have

found thinking to be difficult is that they simul-
taneously had to be a “script writer” and an
“experiencer”; that is, they had to choose a topic
to think about (“I’ll focus on my upcoming sum-
mer vacation”), decide what would happen
(“Okay, I’ve arrived at the beach, I guess I’ll lie
in the sun for a bit before going for a swim”), and
then mentally experience those actions. Perhaps
people would find it easier to enjoy their thoughts
if they had time to plan in advance what they
would think about. We tested this hypothesis in
studies 1 to 7. Participants were randomly assigned
to our standard “thinking period” condition (the
results of which are shown in Table 1) or to condi-
tions in which they first spent a few minutes
planning what they would think about. We tried
several versions of these “prompted fantasy” instruc-
tions (summarized in table S1) and found that
none reliably increased participants’ enjoyment
of the thinking period. Averaged across studies,
participants in the prompted fantasy conditions
reported similar levels of enjoyment as did partic-
ipants in the standard conditions [M = 4.97 ver-
sus 4.94 (SDs = 1.80, 1.84), t(450) = 0.15, ns].
There is no doubt that people are sometimes

absorbed by interesting ideas, exciting fantasies,
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Table 1. Reactions to the “thinking period” under different conditions.

Measure
Studies 1 to 6:

In the lab
(n = 146)

Study 7:
At home
(n = 44)

Study 8: At home

Standard
thought

instructions
(n = 15)

External
activities
(n = 15)

Enjoyment* SD
M

1.77
5.12

1.95
4.35

2.23
3.20

1.91
6.87

Hard to concentrate† SD
M

2.23
5.04

1.72
6.09

2.28
6.07

2.01
2.80

Mind wandering‡ SD
M

1.92
6.86

1.85
7.14

1.80
6.67

2.66
3.67

*Mean of three items, each answered on nine-point scales: How enjoyable and entertaining the thinking
period was and how bored participants were (reverse-scored). Cronbach’s alpha = 0.89. †Extent to
which participants reported that it was hard to concentrate on what they chose to think about (nine-point
scale; the higher the number, the greater the reported difficulty). ‡Extent to which participants
reported that their mind wandered during the thinking period (nine-point scale; the higher the number, the
greater the reported mind-wandering).
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and pleasant daydreams (19–21). Research has
shown that minds are difficult to control (8, 22),
however, and it may be particularly hard to
steer our thoughts in pleasant directions and
keep them there. This may be why many people
seek to gain better control of their thoughts with
meditation and other techniques, with clear ben-
efits (23–27). Without such training, people prefer
doing to thinking, even if what they are doing is
so unpleasant that they would normally pay to
avoid it. The untutored mind does not like to be
alone with itself.
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CLIMATE CHANGE

Climate change and wind
intensification in coastal
upwelling ecosystems
W. J. Sydeman,1* M. García-Reyes,1 D. S. Schoeman,2 R. R. Rykaczewski,3

S. A. Thompson,1,4 B. A. Black,5 S. J. Bograd6

In 1990, Andrew Bakun proposed that increasing greenhouse gas concentrations would
force intensification of upwelling-favorable winds in eastern boundary current systems
that contribute substantial services to society. Because there is considerable disagreement
about whether contemporary wind trends support Bakun’s hypothesis, we performed a
meta-analysis of the literature on upwelling-favorable wind intensification. The preponderance
of published analyses suggests that winds have intensified in the California, Benguela,
and Humboldt upwelling systems and weakened in the Iberian system over time
scales ranging up to 60 years; wind change is equivocal in the Canary system. Stronger
intensification signals are observed at higher latitudes, consistent with the warming pattern
associated with climate change. Overall, reported changes in coastal winds, although subtle
and spatially variable, support Bakun’s hypothesis of upwelling intensification in eastern
boundary current systems.

I
n eastern boundary current systems (EBCSs),
coastal upwelling fuels high productivity,
supporting vast and diverse marine popula-
tions. With a surface area of only ~2% of the
global oceans, EBCSs provide upward of 20%

of wild marine-capture fisheries (1) as well as
essential habitat for marine biodiversity (2).
Understanding upwelling variability is also key
to assessments of marine ecosystem health, in-
fluencing factors such as ocean acidification and
deoxygenation (3–5). Although the ecological
relevance of upwelling is clear, the future of up-
welling under anthropogenic climate change is
not (6–8). In 1990, Andrew Bakun hypothesized
that global warming could result in steeper tem-
perature and sea-level pressure gradients be-
tween the oceans and the continents, causing
alongshore upwelling-favorable winds to inten-
sify (6). Although the increase in global tem-
peratures is unquestioned (7), its influence on
upwelling-favorable winds remains uncertain.
In an attempt to resolve disagreement in the
literature concerning the intensification of up-
welling winds, we conducted a “preponderance
of evidence” meta-analysis on results from pre-
vious studies that tested Bakun’s wind intensi-

fication hypothesis. Our meta-analysis focused
on the outcome of Bakun’s purported mechanism:
upwelling-favorable wind intensification over
the past 6+ decades.
We synthesized results from 22 studies published

between 1990 and 2012, 18 of which contained
quantitative information on wind trends. Our re-
sulting database contains 187 non-independent
wind trend analyses based on time series rang-
ing in duration from 17 to 61 years [tables S1 to
S3 (9)]. We tested whether the evidence from
these studies was consistent (increasing winds)
or inconsistent (weakening winds) with the Bakun
hypothesis. Bakun proposed that winds would
intensify in the upwelling or warm season; i.e.,
May to August in the Northern Hemisphere and
November to February in the Southern Hemi-
sphere. Therefore, we categorized each trend
based on the months averaged for its calculation:
“warm season” or “annual” (all months). Bakun
surmised that there would be latitudinal varia-
tion in wind trends and predicted that the most
substantial intensification would be in the “core”
of each EBCS. Therefore, to test for spatial het-
erogeneity in wind trends, we included absolute
latitude in our models (9). We compared results
from observational data and model-data re-
analysis products, because previous research has
shown different trends among these data types
(10, 11).
We used logistic regression to model the con-

sistency of wind trends with the Bakun hypothesis.
Although all studies included in our analysis
undertook formal statistical analysis, they used
different analyses and statistical approaches
and also used a range of significance levels (0.01
to 0.10), many of which were reported only cat-
egorically (9). Consequently, we used a qualitative
approach (table S3) in which we down-weighted
nominally nonsignificant trends to half the weight
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